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Results

* (Quantitative evaluation using 6 synthetic scenes based
on 3D models of real environments. We use Blender for

Abstract

Rendering accurate motion parallax 1s crucial for a
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today 1s recorded and rendered from a fixed
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* Avg. PSNR across 1200 views using 6-DoF motion
CM [2]: 29.3 dB, DASP [3]: 33.8 dB, proposed: 34.7 dB
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Importance of 2-Plane Representation for Vertical Translation
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Left: Stacked OmniStereo construction — scene point P gets recorded 1n 4
panoramas from 4 distinct viewpoints
Right: Omnistereo modified to map 3D space without blind regions
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Conclusions

* High fidelity novel views can be synthesized using 4
texture-plus-depth panoramas within a fixed volume

* Outperforms state-of-the-art VR representations by avg.
PSNR of up to 3 dB when evaluated for 6-DoF motion

* While SOS can synthesize plausible view-dependent
specular highlights, highly non-Lambertian effects such
as reflection and transparency are rendered incorrectly

Ground truth

Vertical Translation (cm)

PSNR gain for synthesized views Left: Artifacts 1n views from
using SOS (proposed) over single- DASPs [3] (single plane); Right:
plane representation — DASPs [3]  Correct views using SOS

View Dependent Specular Highlights

Notice the changes in specular highlights across the rendered views
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Limitations:
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Incorrect reflection  Ground truth

Incorrect transparency



